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ABSTRACT

This paper proposes an application of the Infinite Unit Axiom and grossone, introduced by Yaroslav Sergeyev (see [17] - [21]), to the development and classification of two-dimensional cellular automata. This application establishes, by the application of grossone, a new and more precise nonarchimedean metric on the space of definition for two-dimensional cellular automata, whereby the accuracy of computations is increased. Using this new metric, open disks are defined and the number of points in each disk computed. The forward dynamics of a cellular automaton map are also studied by defined sets. It is also shown that using the Infinite Unit Axiom of Sergeyev, the number of configurations that follow a given configuration, under the forward iterations of the cellular automaton map, can now be computed and hence a classification scheme developed based on this computation.

1. INTRODUCTION

Cellular automata, originally developed by von Neuman and Ulam in the 1940’s to model biological systems, are discrete dynamical systems
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that are known for their strong modeling and self-organizational properties (for examples of some modeling properties see [2], [3], [6], [24], [25], [26], and [28]). Cellular automata are defined on an infinite lattice and can be defined for all dimensions. In the one-dimensional case the integer lattice $\mathbb{Z}$ is used. In the two-dimensional case, $\mathbb{Z} \times \mathbb{Z}$. An example of a two-dimensional cellular automaton is John Conway’s ever popular “Game of Life”∗. Probably the most interesting aspect about cellular automata is that which seems to conflict our physical systems. While physical systems tend to maximal entropy, even starting with complete disorder, forward evolution of cellular automata can generate highly organized structure.

As with all dynamical systems, it is important and interesting to understand their long term behavior under forward time evolution and achieve an understanding or hopefully a classification of the system. The concept of classifying cellular automata was initiated by Stephen Wolfram in the early 1980’s, see [27] and [28]. Wolfram classified one-dimensional cellular automata through numerous computer simulations. He actually noticed that if an initial configuration (sequence) was chosen at random then the probability is high that the cellular automaton rule will fall within one of four classes. Later R. Gilman produced his measure theoretic/probabilistic classification of one-dimensional cellular automata and partitioned them into three classes. This was a more rigorous classification of cellular automata and based on the probability of choosing a configuration that will stay arbitrarily close to a given initial configuration under forward iteration of the map. To accomplish this Gilman used a metric that considers the central window where two configurations agree and continue to agree upon forward iterations. However, this paper is concerned with the classification of two-dimensional cellular automata. Gilman and Wolfram’s results have not been formally extended to the two-dimensional case, however, presented herein, is a new approach to a classification of two-dimensional cellular automata.

2. THE INFINITE UNIT AXIOM

The new methodology of computation, initiated by Sergeyev (see [17] - [20]), provides a new way of computing with infinities and infinitesimals. Indeed, Sergeyev uses concepts and observations from physics (and other sciences) to set the basis for this new methodology. This basis is philosophically founded on three postulates:

∗For a complete description (including some of the more interesting structures that emerge) of “The Game of Life” see [1] Chapter 25.
Postulate 1. “We postulate the existence of infinite and infinitesimal objects but accept that human beings and machines are able to execute only a finite number of operations.”

Postulate 2. “We shall not tell what are the mathematical objects we deal with. Instead, we shall construct more powerful tools that will allow us to improve our capacities to observe and to describe properties of mathematical objects.”

Postulate 3. “We adopt the principle: ‘The part is less than the whole’, and apply it to all numbers, be they finite, infinite, or infinitesimal, and to all sets and processes, finite or infinite.”

These postulates set the basis for a new way of looking at and measuring mathematical objects. The postulates are actually important philosophical realizations that we live in a finite world (i.e. that we, and machines, are incapable of infinite or infinitesimal computations). All the postulates are important in the application presented herein, however Postulate 1 has a ready illustration. In this paper we will deal with counting and hence representing infinite quantities and measuring (by way of a metric) extremely small or infinitesimal quantities. Postulate 2 also has a ready consequence herein. In the classification presented in this paper, more powerful numeral representations will be constructed that actually improve our capacity to observe, and describe, mathematical objects and quantities. Postulate 3 culminates in the actual classification scheme presented in this paper. Indeed, the cellular automata classification presented here is developed by partitioning the entire space into three classes. It is interesting to note that the order of Postulates 1 - 3 seem to dictate the exposition and order of results of this paper. It is important to note that the Postulates should not be conceived as axioms in this new axiomatic system but rather set the methodological basis for the new system.

The Infinite Unit Axiom is formally stated in three parts below and are assumed throughout this paper. This axiom involves the idea of an infinite unit from finite to infinite. The infinite unit of measure is expressed by the numeral \( \mathfrak{1} \), called grossone, and represents the number of elements in the set \( \mathbb{N} \) of natural numbers.

1. **Infinity**: For any finite natural number \( n \), it follows that \( n < \mathfrak{1} \).
2. **Identity**: The following involve the identity elements 0 and 1.

---

1See [20], section 2, for a complete discussion.
2In [12], G. Lolli gives a clear distinction and discussion of the Postulates and Axioms.
(a) \(0 \cdot \textcircled{1} = \textcircled{1} \cdot 0 = 0\)

(b) \(\textcircled{1} - \textcircled{1} = 0\)

(c) \(\frac{\textcircled{1}}{\textcircled{1}} = 1\)

(d) \(\textcircled{1}^0 = 1\)

(e) \(1^{\textcircled{1}} = 1\)

(3) **Divisibility:** For any finite natural number \(n\), the numbers

\[\textcircled{1}, \frac{\textcircled{1}}{2}, \frac{\textcircled{1}}{3}, \ldots, \frac{\textcircled{1}}{n}, \ldots\]

are the number of elements of the \(n^{th}\) part of \(\mathbb{N}\).

An important aspect of \(\textcircled{1}\) that will be used extensively in this paper is the numeric representation of \(\textcircled{1}^{-i}\) for \(i > 0\) (note that \(i\) can be infinite as well). These numbers are called *infinitesimals*. The simplest infinitesimal is \(\textcircled{1}^{-1} = \frac{1}{\textcircled{1}}\). It is noted that \(\textcircled{1}^{-1}\) is the multiplicative inverse element for \(\textcircled{1}\). That is, \(\textcircled{1}^{-1} \cdot \textcircled{1} = \textcircled{1} \cdot \textcircled{1}^{-1} = 1\). It is also important (and essential in this paper) to note that all infinitesimals are not equal to 0. In particular, \(\frac{1}{\textcircled{1}} > 0\).

As noted above, the set of natural numbers is represented by

\[\mathbb{N} = \{1, 2, 3, \ldots, \textcircled{1} - 2, \textcircled{1} - 1, \textcircled{1}\}\]

and the set of integers, with the new grossone methodology, is represented by

\[\mathbb{Z} = \{-\textcircled{1}, -\textcircled{1} + 1, -\textcircled{1} + 2, \ldots, -3, -2, -1, 0, 1, 2, 3, \ldots, \textcircled{1} - 2, \textcircled{1} - 1, \textcircled{1}\}\]

However, since we will be working with the set \(S^\mathbb{Z}\) as the domain of definition for cellular automata maps, we will need to make use of the set **\[N_{k,n} = \{k, k + n, k + 2n, k + 3n, \ldots\}, 1 \leq k \leq n, \bigcup_{k=1}^{n} N_{k,n} = \mathbb{N}\]**

and illustrates this with examples of the odd and even natural numbers.

**\[\text{In [17] and [19] this is also shown as a limiting process. That is,}\]**

\[\lim_{n \to \textcircled{1}} \frac{1}{n} = \frac{1}{\textcircled{1}} \neq 0.\]
of extended natural numbers by applying the arithmetical\textsuperscript{\textdagger} operations to \( \odot \)
\[
\mathbb{N} = \{1, 2, 3, \ldots, \odot - 2, \odot - 1, \odot, \odot + 1, \ldots, \odot^n, \ldots, 2\odot, \ldots, \odot^\odot, \ldots\},
\]
where
\[
1 < 2 < 3 < \cdots < \odot - 1 < \odot < \odot + 1 < \cdots < \odot^{10} < \cdots < 2\odot < \cdots < \odot^\odot < \cdots
\]
and hence the infinitesimals
\[
0 < \cdots < \frac{1}{\odot^4} < \cdots < \frac{1}{2\odot^4} < \cdots < \frac{1}{\odot^{10}} < \cdots < \frac{1}{\odot^\odot} < \cdots
\]
The extended natural numbers will be used to represent the number of elements in a set and their reciprocals used for infinitesimal quantities. The sequence of forward iterates of an automaton map will only go up to \( \odot \), as the maximum number of elements in a sequence cannot be more than grossone\textsuperscript{\textdaggerdbl}. Cellular automata are important models of computation, namely parallel computation. However, the theory of grossone has already been successfully applied to studying other models of computation, see [22] and [23].

In this paper it is important to note the number of elements in a set, especially and infinite set.

**Theorem 2.1.** The number of elements in the set \( \mathbb{Z} \) of integers is \( 2\odot 1^\text{\textdaggerdbl} \)

**Proof.** See [20].

**Theorem 2.2.** The number of elements in the set \( \mathbb{Z} \times \mathbb{Z} \) is \(| \mathbb{Z} \times \mathbb{Z} | = (2\odot + 1)(2\odot + 1)\).

**Proof.** The number of elements in the set \( \mathbb{Z} \) of integers is \(| \mathbb{Z} | = 2\odot + 1\), see [20]. For any ordered pair \((a, b)\), with \(a\) and \(b\) both belonging to the set \( \mathbb{Z} \), there are \( 2\odot + 1 \) possibilities for \(a\) and \( 2\odot + 1 \) possibilities for \(b\). Hence the product \((2\odot + 1)(2\odot + 1) = 4\odot^2 + 4\odot + 1\) for the total number of possibilities.

\textsuperscript{\textdagger}To better understand arithmetical operations with grossone and other infinite numbers see [15], [17] and [20].

\textsuperscript{\textdaggerdbl}In [20], Theorem 5.1, Sergeyev shows, using the new methodology, that the number of elements of any infinite sequence is less or equal to \( \odot \). It is also mentioned in this reference, that a subsequence, being a sequence from which some of the elements have been removed, can be an infinite sequence having its number of terms less than grossone.

\textsuperscript{11}In [20] and other similar references, the notation \( 2\odot 1 \) is used to denote \( 2\odot + 1 \) in the new positional number system. This paper is concerned with counting configurations, hence we will simply use the standard infix \( '+' \) notation to represent numbers.
Theorem 2.3. The number of elements in the set $\mathbb{N} \times \mathbb{Z}$ is $|\mathbb{N} \times \mathbb{Z}| = 1(2^3 + 1) = 2^3 + 1$.

Proof. The proof is similar to Theorem 2.2 and hence omitted. □

3. Two-Dimensional Cellular Automata

Let $S$ be a finite alphabet of size $s$ such that $2 \leq s$ and let $X = S^\mathbb{Z} \times \mathbb{Z}$, i.e. the set of all maps from the two-dimensional lattice $\mathbb{Z} \times \mathbb{Z}$ to the set $S$. That is, for $x \in X$, $x : \mathbb{Z} \times \mathbb{Z} \to S$. Two-dimensional cellular automata are induced by arbitrary (local) maps:

$$F : S^{(2r+1)^2} \to S$$

We will call these local maps local rules or block maps. Let $N$ denote the set of natural numbers, the value $r \in N \cup \{0\}$ is called the range of the map. The automaton map $f$ induced by $F$ is defined by

$$f(x) = y$$

with

$$y(i, j) = F[x(i - r, j - r), \ldots, x(i + r, i - r), x(i - r, j - r + 1), \ldots, x(i + r, j - r + 1), \ldots, x(i - r, j + r), \ldots, x(i + r, j + r)]$$

To illustrate the importance of discrete time steps in the forward evolution of the automaton, we will use the following formula, where $t$ represents time.

$$y(i, j)_{t+1} = F[x(i - r, j - r)_t, \ldots, x(i + r, i - r)_t, x(i - r, j - r + 1)_t, \ldots, x(i + r, j - r + 1)_t, \ldots, x(i - r, j + r)_t, \ldots, x(i + r, j + r)_t]$$

This is usually called the Moore neighborhood, or the extended Moore neighborhood in the literature. The restriction of $x \in X$ to a non-empty region $[m, n] \times [p, q]$ of $\mathbb{Z} \times \mathbb{Z}$, where $-\Omega \leq m \leq n \leq \Omega$ and $-\Omega \leq p \leq q \leq \Omega$ is called a configuration. Configurations are written $x([m, n] \times [p, q])$. Individual cell entries in the lattice $\mathbb{Z} \times \mathbb{Z}$ are written $f(i, j)$, where $(i, j) \in \mathbb{Z} \times \mathbb{Z}$.

Denote by $R_n$ the center square region in $\mathbb{Z} \times \mathbb{Z}$ around 0 bounded by $|n|$. The notation $f|_{R_n}$ denotes the restriction of $f$ to the region $R_n$. Define:

$$\rho(f, g) = \prod_{(i,j) \in R_n} \lambda_{i,j} \quad \text{if} \quad f|_{R_n} = g|_{R_n} \text{ but } f|_{R_{n+1}} \neq g|_{R_{n+1}}$$

$$\rho(f, g) = 1 \quad \text{if} \quad f(0, 0) \neq g(0, 0),$$

where $\lambda$ is any real-valued function defined on $S$ and taking values in the open interval $(0, 1)$, i.e. $\lambda : S \to (0, 1)$ where $\lambda_{i,j} = \lambda(f(i,j))$ for
each $f(i, j) \in S$ and not infinitesimal, hence each $0 < \lambda_{i,j} < 1$. The metric is defined for $f, g \in X$ as follows:

$$d(f, g) = \begin{cases} 0 & \text{if } f = g \\ \rho(f, g) & \text{otherwise} \end{cases}$$

The metric just defined will be called the two-dimensional Kolmogorov metric and satisfies the nonarchimedean (ultra metric) property,

$$d(x, y) \leq \max\{d(x, z), d(z, y)\}.$$  

An example of the use of this metric is given in the following example.

**Example 3.1.** Given the alphabet $S = \{0, 1\}$, the following configuration $x$ consisting of all 1’s, and $\lambda(1) = \lambda(0) = 1/2$

$$\begin{array}{ccccccccccc}
\text{(0,0)} & \text{(0,1)} & \text{(1,0)} & \text{(1,1)} \\
\text{---} & \text{---} & \text{---} & \text{---} \\
\cdots & \cdots & \cdots & \cdots \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & \cdots & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & \cdots & 1 \\
\text{---} & \text{---} & \text{---} & \text{---} \\
\end{array}$$

$$(\text{0,0}) \rightarrow 1 \cdots 1 \ 1 \ (1) \ 1 \ 1 \ \cdots \ 1 \leftarrow (\text{1,0})$$

$$(\text{0,0}) \rightarrow 1 \cdots 1 \ 1 \ (1) \ 1 \ 1 \ \cdots \ 1 \leftarrow (\text{1,0})$$

The brackets ( and ) represent the (0,0) position. Then the configuration below, call it $y$, is identical to the one above, except for the 0 in the (2,1) position.

$$\begin{array}{ccccccccccc}
\text{(0,0)} & \text{(0,1)} & \text{(1,0)} & \text{(1,1)} \\
\text{---} & \text{---} & \text{---} & \text{---} \\
\cdots & \cdots & \cdots & \cdots \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & \cdots & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 0 & \cdots & 1 \\
\text{---} & \text{---} & \text{---} & \text{---} \\
\end{array}$$

$$(\text{0,0}) \rightarrow 1 \cdots 1 \ 1 \ (1) \ 1 \ 1 \ \cdots \ 1 \leftarrow (\text{1,0})$$

$$(\text{0,0}) \rightarrow 1 \cdots 1 \ 1 \ (1) \ 1 \ 1 \ \cdots \ 1 \leftarrow (\text{1,0})$$
Hence the center region is denoted \( R_1 \) and we can compute the distance of the two configurations as follows.

\[
\rho(x, y) = \prod_{(i,j) \in R_1} \lambda_{i,j} = \left( \frac{1}{2} \right)^9 = \frac{1}{512} = d(x, y)
\]

Under the usual product topology, a two-dimensional cylinder is a set \( C(i,j,w) = \{ x \in X | x([i,j] \times [i,j]) = w \} \), where \(|w| = (j - i + 1)^2\). We define the open disk of radius \( \varepsilon \) around \( x \) to be \( C_n(x) = C(-n,n, x([-n,n] \times [-n,n])) \). Here, it is important to note, \( \varepsilon > 0 \) and that \( \varepsilon \) can be infinitesimal. It should be clarified that \( \varepsilon \) must be computed with respect to the metric defined above but first with the respective values of \( \lambda \) chosen. As the following example illustrates.

**Example 3.2.** Given the alphabet \( S = \{0,1\} \) and \( \lambda(0) = \lambda(1) = 1/2 \), then the disk centered at \( x \) and of radius \( \varepsilon = 1/512 \) is denoted by \( C_1(x) \). For instance, if \( x \) is the configuration of all 1’s and given the \( \lambda \) values \( \lambda(0) = \lambda(1) = 1/2 \), The open disk \( C_{1/512}(x) \) is illustrated.

\[
\begin{array}{c}
\begin{array}{cccccccc}
\ldots & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
1 & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{cccccccc}
\ldots & \ldots & 1 & 1 & \langle 1 \rangle & 1 & \ldots & 1 \\
1 & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{cccccccc}
\ldots & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
1 & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{cccccccc}
\ldots & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
1 & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{cccccccc}
\ldots & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
1 & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
\end{array}
\end{array}

\begin{array}{c}
\begin{array}{cccccccc}
\ldots & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
1 & \ldots & 1 & 1 & 1 & 1 & \ldots & 1 \\
\end{array}
\end{array}
\]

The brackets \( \langle \) and \( \rangle \) represent the (0,0) position. Then any other configuration in the disk \( C_{1/512}(x) \) would have to be of the form with

\[\text{We also take the convention, once the } \lambda \text{ values are fixed, to denote } C_{1/512}(x) \text{ as the disk of radius } 1/512.\]
the center Moore neighborhood consisting of all 1’s.

\[
\begin{aligned}
\text{(-1,1)} & \quad (1,1) \\
\vdots & \quad \vdots \\
* \cdots * & \quad * \cdots * \\
* \cdots 1 & \quad 1 \quad 1 \quad * \cdots * \\
(-1,0) & \rightarrow \quad * \cdots 1 \quad \{1\} \quad 1 \quad * \cdots * & \quad (1,0)
\end{aligned}
\]

where * is a “wildcard” and can represent either a 0 or 1.

Since the metric is nonarchimedean, given any two disks \( C_\varepsilon(f) \), \( C_\alpha(y) \), either \( C_\varepsilon(f) \cap C_\alpha(y) = \emptyset \) or one contains the other. In this topology, the \( C_\varepsilon \) sets are also closed. For fixed \( \varepsilon > 0 \), the relation \( f \sim y \) if \( d(f,y) \leq \varepsilon \) is an equivalence relation with equivalence classes \( \{C_\varepsilon(f)\} \).

It should be noted, with the given definitions and the Infinite Unit Axiom, it is possible to define an open disk of infinitesimal radius. A disk of infinitesimal radius is an open disk around an infinite square configuration. For example, the disk \( C_{\frac{1}{10}}(x) \) is a disk of such radius.

**Theorem 3.1.** Given the space \( S^{\mathbb{Z} \times \mathbb{Z}} \) of two-dimensional bi-infinite configurations, the number of elements \( x \in S^{\mathbb{Z} \times \mathbb{Z}} \) is equal to

\[
|S|^{(4 \mathbb{1}^2 + 4 \mathbb{1} + 1)}.
\]

**Proof.** By Theorem 2.2 there are \( (2 \mathbb{1} + 1)(2 \mathbb{1} + 1) \) elements (or places) in the two-dimensional lattice \( \mathbb{Z} \times \mathbb{Z} \) and each lattice point can hold a value from the finite alphabet \( S \). Hence there are

\[
|S|^{(2 \mathbb{1} + 1)(2 \mathbb{1} + 1)} = |S|^{(4 \mathbb{1}^2 + 4 \mathbb{1} + 1)}
\]

distinct configurations. \( \square \)

**Corollary 3.1.** The open disk \( C_n(x) \), for finite or infinite \( n \), around \( x \) contains

\[
|S|^{(4 \mathbb{1}^2 + 4 \mathbb{1} - 4n^2 - 4n)} \text{ elements.}
\]
Proof. An open disk $C_n(x)$ around $x$ must have a fixed square center where a side equals $2n + 1$. The number of possible configurations outside this square center must be computed. Above the square there are $|S|(2n+1)(\overline{1}-n)$ possible configurations. Below the square, the same. To the right of the square, there are $|S|(2n+1)(\overline{1}-n)$ possible configurations and the same to the left of the center square. Hence the total number of possible configurations (elements in the open disk $C_n(x)$) are given by the following computation.

$$|S|(2\overline{1}+1)(\overline{1}-n) \cdot |S|(2n+1)(\overline{1}-n) \cdot |S|(2n+1)(\overline{1}-n) = |S|(4\overline{1}^2+4\overline{1}-4n^2-4n)$$

Example 3.3. For $n = \overline{1} - 1$, $C_{\overline{1}-1}(x)$ is a disk of infinitesimal radius and contains

$$|S|(4\overline{1}^2+4\overline{1}-4(\overline{1})^2-4(\overline{1})-1) = |S|8\overline{1}$$

points.

As is seen, disks of infinitesimal radius contain, although still infinite, many fewer points than disks of finite radius. This is in contrast to the one-dimensional case where there can be finitely many elements in a disk of infinitesimal radius.

To understand the dynamics of cellular automata it is necessary to study the forward iterates of configurations that equal or match those of a given configuration, call it “$x$”, on a given interval of $\mathbb{Z}$. Here the relation $x \sim y$ iff $\forall i \in \mathbb{N}_0$, $(f^i(y))([m,n] \times [p,q]) = (f^i(x))([m,n] \times [p,q])$ forms an equivalence relation with equivalence classes denoted by $B_{m,n,p,q}(x)$. That is,

$$B_{m,n,p,q}(x) = \{ y \mid (f^i(y))([m,n] \times [p,q]) = (f^i(x))([m,n] \times [p,q]) \ \forall i \in \mathbb{N}_0 \}.$$

$B_{m,n,p,q}(x)$ is the set of $y$ for which $(f^i(y))([m,n] \times [p,q]) = (f^i(x))([m,n] \times [p,q])$, for $m \leq 0 \leq n$ and $p \leq 0 \leq q$, under forward iterations of the cellular automaton function. That is, $\forall i \in \mathbb{N}_0$. Recall, $(f^i(y))([m,n] \times [p,q])$ represents configurations and that the cellular automaton function, $f$ is first applied to the entire configuration $x$ (or $y$), and then restricted to the region $[m,n] \times [p,q]$. Note that $m$ and/or $p$ can equal $-\overline{1} + k$ and $n$ and/or $q$ can equal $\overline{1} - k$, for some finite integer $k \geq 0$. In those cases the configurations are left-sided, right-sided or both.

\[\text{See [5] for the one-dimensional analysis and classification of cellular automata using grossone.}\]
sided infinite. Hence elements in the $B_{m,n,p,q}(x)$ classes will agree with $x([m, n] \times [p, q])$ and all forward iterations of $x([m, n] \times [p, q])$ under the automaton map $f$. This will form the effect of an infinite vertical rectangular prism, not necessarily symmetric, around the central window.

The dynamical analysis of cellular automata presented herein is based on counting the number of elements in the entire domain space, $X$. Hence, in this section we will use $\infty$ to count the number of elements in the class $B_{m,n,p,q}(x)$ whose forward iterates match those of $x$ in some window containing the center and develop a simple classification of two-dimensional cellular automata based on this count. Similar to the one-dimensional case, two-dimensional cellular automata rules are thus partitioned into three classes.

**Definition 3.1.** Define the classes of two-dimensional cellular automata, $f$, as follows:

1. $f \in A$ if there is a $B_{m,n,p,q}(x)$ that contains at least $|S|^{4(\infty^2 + \infty)} - k$ elements, for some finite integer $k \geq 0$.
2. $f \in B$ if there is a $B_{m,n,p,q}(x)$ that contains at least $|S|^{\alpha \infty^2 + \beta \infty} - k$ elements, for some finite integer $k \geq 0$, $0 < \alpha < 4$ and not infinitesimal, and $\beta$ a finite non-infinitesimal real number, but $f$ does not belong to class $A$.
3. $f \in C$ otherwise.

Class $C$ is the most chaotic class of automata. Indeed, in this class there may only be finitely many elements or simple infinitely many elements in any $B_{m,n}(x)$ class. Hence, beginning with an initial configuration, most other configurations will diverge away from the initial configuration. Automata in class $A$ are the least chaotic and most elements will equal an initial configuration upon repeated applications (iterations) of the automata rule on the infinite strip. The following theorem shows the relationship between an open disk and the number of configurations in a $B_{m,n,p,q}(x)$ class.

**Theorem 3.2.** If there exists a $B_{m,n,p,q}(x)$, for cellular automaton $f$, that contains an open disk of non-infinitesimal radius, then $f \in A$.

**Proof.** If there is a $B_{m,n,p,q}(x)$, for cellular automaton $f$ that contains an open disk $C_n(x)$ of non-infinitesimal radius, then $C_n(x)$ contains $|S|^{(4\infty^2 + 4\infty - 4n^2 - 4n)}$ elements. Therefore $B_{m,n,p,q}(x)$ contains at least $|S|^{(4\infty^2 + 4\infty - 4n^2 - 4n)}$ elements. Since $n$ is finite, take finite $k = 4n^2 - 4n$ and by Definition 3.1 the theorem is proved. $\square$
The following example shows a class $\mathcal{A}$ two-dimensional automaton of range $r = 1$.

**Example 3.4.** For simplicity we use the binary alphabet. Let $S = \{0,1\}$, and define the two-dimensional automaton function, $F$, on the Moore neighborhood as follows.

$$ F(a,b,c,d,e,f,g,h,i) = \begin{cases} 1 & \text{if } a = b = c = d = e = f = g = h = i = 1 \\ 0 & \text{otherwise} \end{cases} $$

That is, all configurations go to 0 except the configuration of all 1’s. Hence it is easily seen there is a $B_{m,n,p,q}(x)$, except in the case $x$ is the configuration of all 1’s, that contains an open disk. Therefore by Theorem 3.2 this automaton is of class $\mathcal{A}$.

The next example is a cellular automaton map that belongs to class $\mathcal{B}$ and shows the new computational power of the Infinite Unit Axiom and grossone.

**Example 3.5.** Again, for simplicity, we use the binary alphabet $S = \{0,1\}$. We can define the cellular automaton on either the Von Neuman or Moore neighborhood and use coordinates.

$$ \sigma(x(i,j)) = x(i + 1,j). $$

This is the simple horizontal left shift map and illustrated by the following.

```
<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>{1}</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
```

Where the brackets ( and ) represent the $(0,0)$ position. The next iteration yields,

```
<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>{1}</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
```
Therefore any other configuration, \( y \), in \( B_{m,n,p,q}(x) \) would have to agree at least on the right of the center square, the \((0,0)\) position, out to \( \mathcal{O} \). Hence there are at most
\[
|S|^\mathcal{O}(2\mathcal{O}+1) \cdot |S|^\mathcal{O}(2\mathcal{O}+1) \cdot |S|^{\mathcal{O}} = |S|^{4\mathcal{O}+3}
\]
calculations and clearly by Definition 3.1 the left shift, \( \sigma(x(i,j)) = x(i+1,j) \), belongs in \( \mathcal{B} \).

4. Discussion and Conclusion

In this paper a classification scheme for two-dimensional cellular automata, based on the Infinite unit axion and grossone, has been presented. The entire domain space of two-dimensional automata, \( X = S^{Z \times Z} \), contains \(|S|(2\mathcal{O}+1)(2\mathcal{O}+1)\) configurations. This puts an upper bound representation on the number of elements in the entire space, hence we sub-divided the space into three components and used this to build a classification on the number of configurations whose forward evolution, under a cellular automaton, equal those (on a central window) of a given initial configuration.

This classification is based on a numeric representation of counting elements in a set. Automata in class \( \mathcal{A} \) are the least chaotic, having a very large number of configurations equaling those of a given configuration, on some central window\(^{**}\), upon forward iterations of the automaton map. Automata in class \( \mathcal{B} \), such as the left shift automaton, are more chaotic than those in class \( \mathcal{A} \). However, it seems that they can still be described without too much complexity. Automata in class \( \mathcal{C} \) are more difficult to find and are the most chaotic in the respect that there are relatively very few other configurations that will follow and stay close to a given. Indeed, the number of configurations that equal a given initial configuration, upon forward iterations, is much less than the other classes and may be simple infinite (either \( \mathcal{O} \), or \( \mathcal{O}^2 \), \ldots , or \( \mathcal{O}^n \), or some part thereof), finite or a single configuration. Conway’s Game of Life has been shown to be capable of universal computation. Due to the nature of universal computation, some of these automata can fall into class \( \mathcal{C} \). It is left as an open problem to prove or disprove this. It is noted that the presented classification would be stronger if there was an algorithm to determine membership in the different classes and it is also posed as an open problem.

\(^{**}\)Given the definition of the metric, it is allowable to say “staying close together” upon forward iterations.
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