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New algorithms for the numerical solution of Ordinary Differential Equations (ODEs) with initial condition are proposed. They are designed for work on a new kind of a supercomputer – the Infinity Computer, – that is able to deal numerically with finite, infinite and infinitesimal numbers. Due to this fact, the Infinity Computer allows one to calculate the exact derivatives of functions using infinitesimal values of the stepsize. As a consequence, the new methods described in this paper are able to work with the exact values of the derivatives, instead of their approximations.
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1 INTRODUCTION

Numerical solutions to Ordinary Differential Equations (ODEs) are required very often in practical problems (see, e.g., [5–7, 13–15, 21]). In this paper,
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we introduce numerical methods for solving ODEs on the Infinity Computer (see [29, 31, 32, 35]). We consider the following Initial Value Problem (IVP)

\[ y'(x) = f(x, y), \quad y(x_0) = y_0, \quad x_0 = a, \quad x \in [a, b]. \] (1)

and we suppose that \( f(x, y) \) is a “black-box” function, i.e., \( f(x, y) \) is given by a computer procedure and the analytical representation of \( f(x, y) \) is unknown to the person who solves (1).

There exists a huge number of numerical methods proposed to solve ODEs on conventional computers (see, e.g., [5–7, 13–16, 21, 27]). The simplest algorithm to solve the problem (1) is probably the explicit Euler Method (see, e.g., [6]). At each step it constructs a linear approximation of \( y(x) \) starting from the initial point \((x_0, y(x_0))\). The \((n + 1)\)th step of the Euler algorithm describes how to move from the point \( x_n \) to \( x_{n+1} = x_n + h, n \geq 0 \), and is executed as follows

\[ y_{n+1} = y_n + hf(x_n, y_n). \] (2)

The Infinity Computer is based on a new numeral system described in [29, 31, 32, 37, 41, 46] for performing computations with infinite and infinitesimal quantities. This allows one to calculate the exact values of the derivatives numerically without finding the respective derivatives analytically and to work with infinitesimal steps of integration in (2). The first attempts to use the Infinity Computer in this direction has been done in [38, 42, 44].

In order to see the place of the new approach in the historical panorama of ideas dealing with infinite and infinitesimal, see [20, 22–24, 28, 34, 36, 48]. In particular, connections of the new approach with bijections are studied in [24] and metamathematical investigations on the theory and its non-contradictory can be found in [23]. The new methodology has been successfully used in several fields. We can mention numerical differentiation and optimization (see [8, 38, 52]), models for percolation and biological processes (see [17, 18, 40, 50]), hyperbolic geometry (see [25, 26]), fractals (see [17, 18, 30, 33, 40, 47]), infinite series (see [19, 34, 39, 51]), the first Hilbert problem, lexicographic ordering, and Turing machines (see [36, 43, 45, 48, 49]), cellular automata (see [9–11]), etc.

The numeral system proposed in [32, 37, 41] is based on an infinite unit of measure expressed by the numeral \( \infty \) called \textit{grossone} and introduced as the number of elements of the set \( \mathbb{N} \) of natural numbers (a clear difference with non-standard analysis can be seen immediately since non-standard infinite numbers are not connected to concrete infinite sets and do not belong to \( \mathbb{N} \)). Other symbols dealing with infinities and infinitesimals (\( \infty, \text{Cantor's } \omega, \)).
\(\aleph_0, \aleph_1, \ldots\) are not used together with \(\aleph\). Similarly, when the positional numeral system and the numeral 0 expressing zero had been introduced, symbols \(V, X,\) and other symbols from the Roman numeral system had not been involved.

The numeral \(\aleph\) allows one to construct different numerals expressing different infinities and infinitesimals and to execute numerical computations with all of them. As a result, in occasions requiring infinities and infinitesimals indeterminate forms and various kind of divergence are not present when one works with any (finite, infinite, or infinitesimal) numbers expressible in the new numeral system and it becomes possible to execute arithmetical operations with a variety of different infinities and infinitesimals. For example, for \(\aleph\) and \(\aleph^{4.5}\) (that are examples of infinities) and \(\aleph^{-1}\) and \(\aleph^{-4.5}\) (that are examples of infinitesimals) it follows

\[
\begin{align*}
0 \cdot \aleph &= \aleph \cdot 0 = 0, & \aleph - \aleph &= 0, \quad \frac{\aleph}{\aleph} = 1, \quad \aleph^0 = 1, \quad 1^0 = 1, \quad 0^x = 0, \\
0 \cdot \aleph^{-1} &= \aleph^{-1} \cdot 0 = 0, & \aleph^{4.5} &> \aleph^1 > 1 > \aleph^{-1} > \aleph^{-4.5} > 0, \\
\aleph^{-1} - \aleph^{-1} &= 0, & \frac{\aleph^{-1}}{\aleph^{-1}} &= 1, \quad \frac{6 + \aleph^{-4.5}}{\aleph^{-4.5}} &= 6\aleph^{4.5} + 1, \quad (\aleph^{-1})^0 = 1, \\
\aleph \cdot \aleph^{-1} &= 1, & \aleph \cdot \aleph^{-4.5} &= \aleph^{-3.5}, & \frac{\aleph^{4.5} + 61\aleph}{\aleph} &= \aleph^{3.5} + 61, \\
\frac{\aleph^{4.5}}{\aleph^{-4.5}} &= \aleph^9, & (\aleph^{4.5})^0 &= 1, & \aleph^{4.5} \cdot \aleph^{-1} &= \aleph^{3.5}, & \aleph^{4.5} \cdot \aleph^{-4.5} &= 1.
\end{align*}
\]

It can be seen in (3) that \(\aleph^0 = 1\), therefore, a finite number \(a\) can be represented in the new numeral system simply as \(a\aleph^0 = a\), where the numeral \(a\) itself can be written down by any convenient numeral system used to express finite numbers. The simplest infinitesimal numbers are represented by numerals having only negative finite powers of \(\aleph\) (e.g., \(40.17\aleph^{-13.26} + 87.32\aleph^{-25.7}\), see also examples above). Notice that all infinitesimals are not equal to zero. In particular, \(\frac{1}{\aleph} > 0\) because it is a result of division of two positive numbers.

In Section 2, methods using infinitesimals are described briefly. In particular, Section 2.1 presents the main idea regarding the usage of infinitesimals for approximating derivative and Section 2.2 recall the Taylor methods solving ODEs and the core Method 1.0 from [42]. Sections 2.3–2.5 present new methods evolving the Method 1.0. Section 2.6 contains detailed results of numerical experiments in a compact form presenting a comparison with the Runge-Kutta methods on a class of test functions taken from the literature.
Optimal in certain sense parameters for the new methods are calculated in the Appendix, which also contains a description of test problems used in the numerical experiments. Finally, Section 3 concludes the paper.

2 METHODS USING NUMERICAL INFINITESIMALS FOR SOLVING ODES

2.1 Approximation of the derivative

Many numerical methods for solving ODEs require the computation of the derivative of the unknown function $y(x)$ at some specific points. In particular, this is the case with methods based on Taylor expansion.

Let us denote by $y^{(j)}_i$ an estimate of the $j$-th derivative of the solution $y(x)$ at the point $x_i$. It has been shown in [42] that in order to calculate the $j$-th derivative at the point $x_i$ $j$ infinitesimals steps from the point $x_i$ using the Euler formula with $h = \Theta^{-1}$ should be executed as follows

\[
\begin{align*}
y_{i1} &= y_i + \Theta^{-1} f(x_i, y_i), \\
y_{i2} &= y_{i1} + \Theta^{-1} f(x_i + \Theta^{-1}, y_{i1}), \\
\vdots \\
y_{ik} &= y_{ik-1} + \Theta^{-1} f(x_i + (k-1)\Theta^{-1}, y_{ik-1}).
\end{align*}
\]

Then, since approximations of the derivatives can be obtained by the forward differences $\Delta^j_k$, $1 \leq j \leq k$, with $h = \Theta^{-1}$ as follows

\[
\Delta^k_{k-1} = \sum_{j=0}^{k} (-1)^j \binom{j}{k} y_{x_i+(k-j)\Theta^{-1}},
\]

where $\binom{j}{k}$ is a binomial coefficient, we have

\[
y^{(k)}(x_i) \approx \Delta^k_{k-1} + O(\Theta^{-1}),
\]

where $\Delta^k_{k-1}$ is finite and it gives us the exact derivative $y^{(k)}(x_i)$. For a more detailed description of the computation of derivatives see [42].

Usually derivatives are approximated by using automatic or numerical differentiation. Automatic differentiation makes use of specific tools based on the involved elementary functions (see [4]) and allows one to speed up the computation and does not suffers from typical problems of numerical differentiation when finite precision arithmetic is used. Numerical differentiation, especially when higher order derivative are necessary, suffer of numerical instability and is not able to reach a higher precision. Finite difference formulas
are, in fact, ill-conditioned, moreover the cancellation error produces a value of zero if $h$ is small. We observe that the use of the Infinity Computer makes finite difference formulas exact when the stepsize is equal to $0^{-1}$. This feature, besides preventing the above mentioned ill-conditioning phenomenon, is particularly appealing in the case where the function to be differentiated is a “black box”.

2.2 The main idea and the core Method 1.0

The main idea of the usage of numerical infinitesimals and a core method for solving the IVP (1) on the Infinity Computer has been proposed in [42]. Since we are able to compute values of $k$ derivatives of the function $y(x)$ at a generic point $x_0$, we can estimate $y(x)$ in a neighborhood of the point $x_0$ by its Taylor expansion

$$y(x) \approx \hat{y}(x) = y_0 + \sum_{i=1}^{k} \frac{y^{(i)}(x_0)}{i!}(x - x_0)^i.$$  

(6)

In cases where the radius of convergence of the Taylor expansion $\hat{y}(x)$ from (6) covers the whole interval $[a, b]$ of our interest, then there is no necessity to execute several steps with a finite value of $h$. In fact, thanks to the exact derivatives calculated numerically on the Infinity Computer the function $y(x)$ can be approximated in the neighborhood of the initial point $x_0$ by its Taylor expansion $\hat{y}(x)$ with an order $k$ depending on the desired accuracy and then $\hat{y}(x)$ can be evaluated at any point $x \in [a, b]$. This method is called Taylor for the Infinity Computer (TIC) hereinafter. This method does not assume the execution of several iterations with the step $h$.

Table 1 presents results of numerical experiments executed on a class of 12 test functions taken from the literature and described in Table 7 of the Appendix. The method TIC is compared over the interval $[0, 0.2]$ with the Runge-Kutta method of the fourth order (RK4) with the integration step $h = 0.04$, i.e., to obtain an approximation at the point $x = 0.2$ the method RK4 executes 5 steps and 20 evaluations of the function $f(x, y)$ from (1). After the results for RK4 had been obtained, the TIC method was applied to each of 12 problems. The method TIC stopped when the accuracy $\varepsilon_{\text{TIC}}$ at the point $x = 0.2$ was better than the accuracy $\varepsilon_{\text{RK4}}$ of the method RK4.

The last column, $N_{\text{TIC}}$, in Table 1 presents the number of evaluations of $f(x, y)$ executed by the TIC to reach the accuracy $\varepsilon_{\text{TIC}}$. In other words, it shows the number of infinitesimal steps executed by the TIC that is equal to the number of exact derivatives calculated by this method. The respective solutions $y_{\text{RK4}}$ and $y_{\text{TIC}}$ are also shown in the table. For the considered
problem the TIC method executes fewer evaluations of \( f(x, y) \), in comparison with the Runge-Kutta method. The Taylor method with automatic differentiation, provides, if applicable, the same solution given by TIC, we observe, however that, if the evaluation of \( f(x, y) \) involves \( k \) elementary functions (\*; \( =; \ln; \exp; \sin; \cos; \ldots \)) then the computational complexity of the evaluation of the first \( n - 1 \) derivatives is \( kn^2 + O(n) \). For the TIC the computational cost is exactly \( n \), considering that the arithmetic operation are executed on the Infinity Computer Arithmetic.

Suppose now that the interval \([a, b]\) of our interest is wider than the radius of convergence of the Taylor expansion, or that the rate of convergence is so slow as to make the method unsuitable for the problem at hand. Then finite values of the integration step \( h \) should be used together with infinitesimal ones. So, we consider a mesh of \( n + 1 \) points \( x_i \) where

\[
    x_0 = a, \quad x_{i+1} = x_i + h, \quad 0 \leq i \leq n - 1, \quad x_n = b,
\]

where \( h \) is a finite integration step.

Let us consider the Method 1.0 from [42] being our core algorithm that is used hereinafter for further developments. At each iteration it calculates \( k \) derivatives (in [42] the particular case \( k = 2 \) has been considered) at a point \( x_i \) using infinitesimal steps and then executes a finite step of the length \( h = (b - a)/n \) to the point \( x_{i+1} \). So, at each iteration it applies the TIC

<table>
<thead>
<tr>
<th>( y_{\text{RK4}} )</th>
<th>( \varepsilon_{\text{RK4}} )</th>
<th>( y_{\text{TIC}} )</th>
<th>( \varepsilon_{\text{TIC}} )</th>
<th>( N_{\text{TIC}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0.837462</td>
<td>-8.62158e-009</td>
<td>0.837462</td>
<td>-5.91687e-009</td>
<td>6</td>
</tr>
<tr>
<td>2 1.242806</td>
<td>8.11157e-009</td>
<td>1.242806</td>
<td>4.19151e-009</td>
<td>6</td>
</tr>
<tr>
<td>3 1.221403</td>
<td>4.12685e-009</td>
<td>1.221403</td>
<td>2.13248e-009</td>
<td>6</td>
</tr>
<tr>
<td>4 1.221403</td>
<td>3.89834e-008</td>
<td>1.221403</td>
<td>2.13248e-009</td>
<td>6</td>
</tr>
<tr>
<td>5 1.491817</td>
<td>1.27726e-007</td>
<td>1.491817</td>
<td>1.13693e-008</td>
<td>7</td>
</tr>
<tr>
<td>6 0.135416</td>
<td>-5.96529e-004</td>
<td>0.135379</td>
<td>-3.24420e-004</td>
<td>10</td>
</tr>
<tr>
<td>7 36.154673</td>
<td>-8.16405e-005</td>
<td>36.149608</td>
<td>5.84540e-005</td>
<td>9</td>
</tr>
<tr>
<td>8 35.968459</td>
<td>-8.18293e-005</td>
<td>35.963409</td>
<td>5.85817e-005</td>
<td>9</td>
</tr>
<tr>
<td>9 1.239230</td>
<td>-5.78803e-009</td>
<td>1.239230</td>
<td>-4.08211e-009</td>
<td>10</td>
</tr>
<tr>
<td>10 0.781397</td>
<td>-1.76949e-009</td>
<td>0.781397</td>
<td>7.94128e-011</td>
<td>7</td>
</tr>
<tr>
<td>11 1.153846</td>
<td>8.98577e-009</td>
<td>1.153846</td>
<td>4.09600e-009</td>
<td>11</td>
</tr>
<tr>
<td>12 0.472441</td>
<td>2.95775e-010</td>
<td>0.472441</td>
<td>-1.60782e-010</td>
<td>10</td>
</tr>
</tbody>
</table>

TABLE 1
Results of a comparison of the Taylor for the Infinity Computer method with the Runge-Kutta method of the fourth order that executes 20 evaluations of \( f(x, y) \) to reach the accuracy \( \varepsilon_{\text{RK4}} \)
TABLE 2
Results of a comparison of the Method 1.0 with the Runge-Kutta method of the fourth order that executes 100 evaluations of \( f(x, y) \) to reach the accuracy \( \varepsilon_{RK4} \)

<table>
<thead>
<tr>
<th>i</th>
<th>( y_{RK4} )</th>
<th>( \varepsilon_{RK4} )</th>
<th>( y_{1.0} )</th>
<th>( \varepsilon_{1.0} )</th>
<th>( N_{1.0} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.735759</td>
<td>-2.20598e-008</td>
<td>0.735759</td>
<td>-1.51306e-008</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>3.436564</td>
<td>3.26429e-008</td>
<td>3.436564</td>
<td>1.68677e-008</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>2.718282</td>
<td>2.06343e-008</td>
<td>2.718282</td>
<td>1.06624e-008</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>2.718281</td>
<td>3.02546e-007</td>
<td>2.718282</td>
<td>1.65499e-008</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td>7.388579</td>
<td>6.38533e-007</td>
<td>7.388584</td>
<td>5.66017e-008</td>
<td>35</td>
</tr>
<tr>
<td>6</td>
<td>0.000046</td>
<td>-2.98620e-003</td>
<td>0.000045</td>
<td>-1.62315e-003</td>
<td>50</td>
</tr>
<tr>
<td>7</td>
<td>20.026862</td>
<td>-1.22480e-006</td>
<td>20.026819</td>
<td>8.76400e-007</td>
<td>45</td>
</tr>
<tr>
<td>8</td>
<td>18.474354</td>
<td>-1.34674e-006</td>
<td>18.474311</td>
<td>9.47222e-007</td>
<td>45</td>
</tr>
<tr>
<td>9</td>
<td>2.732051</td>
<td>-7.46809e-009</td>
<td>2.732051</td>
<td>-8.00658e-010</td>
<td>50</td>
</tr>
<tr>
<td>10</td>
<td>-0.301169</td>
<td>6.85909e-008</td>
<td>-0.301169</td>
<td>-3.02846e-010</td>
<td>35</td>
</tr>
<tr>
<td>11</td>
<td>1.000000</td>
<td>3.82195e-008</td>
<td>1.000000</td>
<td>1.37934e-009</td>
<td>55</td>
</tr>
<tr>
<td>12</td>
<td>0.571429</td>
<td>7.69103e-009</td>
<td>0.571429</td>
<td>-2.01651e-011</td>
<td>50</td>
</tr>
</tbody>
</table>

for \( i = 0; i < n; i = i + 1 \)

\[
y(x, x_i) = y_i + \sum_{j=1}^{k} \frac{y^{(j)}(x - x_i)^j}{j!},
\]

\[
y_{i+1} = y(x_{i+1}, x_i)
\]

endfor

FIGURE 1
Method 1.0 from [42]

The Method 1.0 uses the initial values \( x_0 = a, y_0 = y(x_0) \), from (1) and its detailed description is presented in Figure 1.

Table 2 presents results for the Method 1.0 extending numerical experiments described in Table 1 from the interval \([0, 0.2]\) to the interval \([0, 1]\). Thus, the Method 1.0 executed five finite steps during which the method TIC was applied five times at the points \( x_i = a + ih \), where \( a = 0, h = 0.2 \). The Method 1.0 is compared with the method RK4 with the same integration step as before \( (h = 0.04) \). At each interval \([x_i, x_{i+1}]\) the method TIC executed \( N_{TIC} \) evaluations of the function \( f(x, y) \), where \( N_{TIC} \) was taken from the sixth column of the Table 1 for each test function. It can be seen from Table 2 that the accuracy of the Method 1.0 is better than the accuracy of the Runge-Kutta method of the fourth order and the Method 1.0 executes fewer
### Table 3

For all the methods taken into consideration resulting values $y_n$ at the point $x = 1$ and the respective relative error $\varepsilon_n = \frac{y(1) - y_n}{y(1)}$ are reported, where $y(1)$ is the exact solution evaluations of $f(x, y)$ in comparison with the RK4 method.

#### 2.3 Methods 1.1 and 1.2

Let us describe now a new algorithm called Method 1.2 hereinafter. It is a generalization of the Method 1.1 from [42]. The main idea is to use derivatives calculated at the point $x_{i+1}$ in order to return to the point $x_i$ and to construct at this point a correction leading to a new approximation $y_{i+1}^c$ that is better than the original value $y_{i+1}$ provided by the Method 1.0.

The Method 1.2 works as follows. First, initial values are chosen in the same way as in the Method 1.0 and values $y_i$, $i = 1, ..., n$, and functions $y(x, x_i)$ are calculated as in the Method 1.0. Then for each $i = 1, ..., n-1$, the backward functions $\overline{y}_i(x)$ using forward differences from (5) are computed as follows

\[
\overline{y}_i(x) = y(x, x_{i-1}) + \sum_{j=1}^{k} \frac{y^{(j)}(x, x_i)}{j!} (x - x_i)^j.
\]

Note that for $i = n$ the backward differences and the points $x_n - 1, x_n - 2, ..., x_n - k$ should be used (see Corollary 1 in [42]) to calculate the
derivatives $y^{(j)}(x_n, x_n)$. After that, the function $r_i(x)$ is defined as follows:

$$r_i(x) = y_{i-1} + [p_0 y_{i-1} - (1 - p_0) \bar{y}_i(x_{i-1})] +$$

$$+ \sum_{j=1}^{k} \frac{1}{j!}[p_j y^{(j)}(x_{i-1}, x_{i-1}) + (1 - p_j) \bar{y}_i^{(j)}(x_{i-1})](x - x_{i-1})^j,$$

(8)

where the weights $p_j \in [0, 1], j = 0, ..., k,$ are parameters of the Method 1.2. So, the global correction $c_i$ can be obtained following the rule

$$c_i = c(x_i) = c(x_{i-1}) + r_i(x_i) - y(x_i, x_{i-1}), \quad i = 1, ..., n,$$

(9)

with $c_0 = 0$. As a result, the desired corrected value $y^c_i$ can be computed

$$y^c_i = y(x_n, x_{n-1}) + c(x_n).$$

(10)

The choice of the parameters of the Method 1.2 can be done using different criteria. For instance, the simplest choice for $k = 2$, $p_0 = p_1 = p_2 = 0.5$ gives us the Method 1.1 from [42]. If we apply the method to the standard test equation $y' = \lambda y$ we could choose the parameters by imposing that the method should become equivalent to the Taylor series method of the highest possible order. For example, for $k = 2$, it is shown in the Appendix that the choice of parameters $p_0 = 0, p_1 = 5/6, p_2 = 0.5$ makes the method equivalent to the Taylor series method with $k = 4$. This means that for the test equations the order increases from two to four. Results of numerical experiments executed with this choice of the parameters, compared with the method 1.0 used with $k = 2$ and with the Runge-Kutta method of second order on the same class of test functions from the Appendix are shown in Table 3.

As can be seen from Table 3, the introduced correction has allowed us to improve the results on some problems with respect to the Method 1.0. Again, as it was with the Method 1.0, among the Runge-Kutta methods a natural competitor for the Method 1.2 with $k = 2$ is the Runge-Kutta method of the second order since both methods execute $f(x, y)$ two times at each iteration. Then, the behavior of the Method 1.2 is comparable with that of the Runge-Kutta method of the second order on the considered test problems.

### 2.4 Method 1.3

Another possible way to approximate the solution to the problem (1) is introduced in the Method 1.3 described below. The main two differences between the Method 1.2 and the Method 1.3 are the following:
for $i = 1; i < n; i = i + 1$

\[
y(x, x_{i-1}) = y_{i-1} + \sum_{j=1}^{k} \frac{y_{i-1}^{(j)}(x_{i-1})}{j!} (x - x_{i-1})^j,
\]

\[
\tilde{y}_i(x) = y(x_i, x_{i-1}) + \sum_{j=1}^{k} \frac{y_i^{(j)}(x - x_i)}{j!} j!
\]

\[
\tilde{r}_i(x) = \tilde{y}_i(x) + \sum_{j=1}^{k} \frac{1}{j!} [p_j y_j^{(j)}(x_{i-1}, x_{i-1}) + \tilde{y}_j^{(j)}(x_{i-1})] (x - x_{i-1})^j + \sum_{j=1}^{k} \frac{1}{j!} [p_j y_j^{(j)}(x_{i-1}, x_{i-1}) + \tilde{y}_j^{(j)}(x_{i-1})] (x - x_{i-1})^j,
\]

\[
y_i = \tilde{r}_i(x_i)
\]

endfor

FIGURE 2

Method 1.3

\begin{enumerate}
\item[1.)] The Method 1.2 executes $n$ iterations of the Method 1.0 to calculate the approximated values of $y_i$, $i = 1, ..., n$, and then these values are corrected by the backward function $\tilde{y}_i(x)$ from (7) and the mixed function $\tilde{r}_i(x)$ from (8). The Method 1.3 at each subinterval $[x_{i-1}, x_i]$ executes the evaluation of the approximated value $y_i$ and then immediately evaluates the backward function $\tilde{y}_i(x)$ and the mixed function $\tilde{r}_i(x)$ before moving to the next interval $[x_i, x_{i+1}]$.

\item[ii.)] The Method 1.2 in the formula (7) of $\tilde{y}_i(x)$ uses for the forward function $y(x, x_i)$ at each point $(x_i, y(x_i, x_{i-1}))$ old values of derivatives calculated at points $(x_i, y_i)$ before the correction. However, the values $y_i$ and $y(x_i, x_{i-1})$ can be different and, as a consequence, the respective derivatives can be also different. Thus, the Method 1.3 after the correction and before moving to the next interval $[x_i, x_{i+1}]$ calculates the exact derivatives at each point $(x_i, y(x_i, x_{i-1}))$.

Let us denote now as $y_{i-1}^{(j)}$ the approximation of the $j$-th derivative using the rule (5) calculated at the point $(x_{i-1}, y_{i-1})$ and as $\tilde{y}_i^{(j)}$ the approximation of the $j$-th derivative again using the rule (5) but at the point $(x_i, y(x_i, x_{i-1}))$. Notice that for $i = 1, ..., n - 1$, the forward differences are used and the backward ones (see Corollary 1 from [42]) are applied for $i = n$. Taking into consideration that the initial values are the same as in the previous cases and the values $p_j$, $j = 0, ..., k$, are parameters of the Method 1.3 having the same meaning as in the Method 1.2, the Method 1.3 is described in Figure 2.

Results of numerical experiments for the Method 1.3 with the value $k = 2$ and the same parameters used in the Method 1.2 are given in Table 4 for the same test problems. As can be seen from this table, the attained accuracy of
the Method 1.3 is better with respect to the Runge-Kutta method of second order for all test problems. This is due to the choice of the parameters, that make the methods of order at least three. A formal discussion related to the convergence properties of this method is presented in [2], where it has been proved that the order of convergence of this method is 3. The behavior of the Method 1.3 is comparable with respect to the Runge-Kutta method of third order on all the test problems. Finally, we observe that similar results are obtained with respect to the Runge-Kutta method of fourth order for linear problems. It should be mentioned that the obtained improvement has its price. In fact, the Method 1.3 executes $2kn$ evaluations of the function $f(x, y)$ from (1) whereas the Method 1.2 performs just $kn + k$ evaluations of $f(x, y)$.

### 2.5 Method 1.4

The main idea of this method is to avoid calculation of the derivatives at the close points $(x_i, y_i)$ and $(x_i, y(x_i, x_{i-1}))$. Since these points are close, the difference between $y_i$ and $y(x_i, x_{i-1})$ can be relatively small. Thus, instead of recalculating derivatives at the points $(x_i, y_i)$ as it is done in the Method 1.3, the values of the derivatives calculated at the points $(x_i, y(x_i, x_{i-1}))$ can be used also at the points $(x_i, y_i)$. This is the main difference between the Methods 1.3 and 1.4.

Let us again denote the approximation of the $j$-th derivative using infinitesimals starting from the point $(x_i, y_i)$ as $y_i^{(j)}$ and the approximation of the $j$-
# Method 1.4  
Method RK2  
Method RK3  
Method RK4  

<table>
<thead>
<tr>
<th>#</th>
<th>$y_n$</th>
<th>$\varepsilon_n$</th>
<th>$y_n$</th>
<th>$\varepsilon_n$</th>
<th>$y_n$</th>
<th>$\varepsilon_n$</th>
<th>$y_n$</th>
<th>$\varepsilon_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.73495</td>
<td>1.09797e-003</td>
<td>0.73547</td>
<td>3.91315e-004</td>
<td>0.73577</td>
<td>-1.57578e-005</td>
<td>0.77419</td>
<td>1.78619e-005</td>
</tr>
<tr>
<td>2</td>
<td>3.43265</td>
<td>1.13895e-003</td>
<td>3.43502</td>
<td>4.99549e-004</td>
<td>3.43650</td>
<td>1.78619e-005</td>
<td>3.43650</td>
<td>1.78619e-005</td>
</tr>
<tr>
<td>3</td>
<td>2.71632</td>
<td>7.19955e-004</td>
<td>2.71751</td>
<td>2.84169e-004</td>
<td>2.71825</td>
<td>1.12999e-005</td>
<td>2.71825</td>
<td>1.12999e-005</td>
</tr>
<tr>
<td>4</td>
<td>2.71142</td>
<td>3.43265</td>
<td>2.71351</td>
<td>1.75578e-003</td>
<td>2.71787</td>
<td>1.52387e-004</td>
<td>2.71787</td>
<td>1.52387e-004</td>
</tr>
<tr>
<td>5</td>
<td>2.71003</td>
<td>7.19955e-004</td>
<td>2.71207</td>
<td>2.84169e-004</td>
<td>2.71351</td>
<td>1.12999e-005</td>
<td>2.71351</td>
<td>1.12999e-005</td>
</tr>
<tr>
<td>6</td>
<td>2.70898</td>
<td>3.43265</td>
<td>2.71003</td>
<td>1.75578e-003</td>
<td>2.71207</td>
<td>1.12999e-005</td>
<td>2.71207</td>
<td>1.12999e-005</td>
</tr>
<tr>
<td>7</td>
<td>2.70614</td>
<td>7.19955e-004</td>
<td>2.70898</td>
<td>1.75578e-003</td>
<td>2.71003</td>
<td>1.12999e-005</td>
<td>2.71003</td>
<td>1.12999e-005</td>
</tr>
<tr>
<td>8</td>
<td>2.70336</td>
<td>3.43265</td>
<td>2.70614</td>
<td>1.75578e-003</td>
<td>2.70898</td>
<td>1.12999e-005</td>
<td>2.70898</td>
<td>1.12999e-005</td>
</tr>
<tr>
<td>9</td>
<td>2.70059</td>
<td>7.19955e-004</td>
<td>2.70336</td>
<td>1.75578e-003</td>
<td>2.70614</td>
<td>1.12999e-005</td>
<td>2.70614</td>
<td>1.12999e-005</td>
</tr>
<tr>
<td>10</td>
<td>-0.30030</td>
<td>2.87314e-003</td>
<td>-0.29889</td>
<td>7.56958e-003</td>
<td>-0.30105</td>
<td>3.94696e-004</td>
<td>-0.30105</td>
<td>3.94696e-004</td>
</tr>
<tr>
<td>11</td>
<td>1.00311</td>
<td>3.10616e-003</td>
<td>0.99924</td>
<td>1.76122e-003</td>
<td>1.00093</td>
<td>1.97775e-003</td>
<td>1.00093</td>
<td>1.97775e-003</td>
</tr>
<tr>
<td>12</td>
<td>0.57188</td>
<td>7.83660e-004</td>
<td>0.57099</td>
<td>7.59569e-004</td>
<td>0.57164</td>
<td>6.64397e-004</td>
<td>0.57164</td>
<td>6.64397e-004</td>
</tr>
</tbody>
</table>

### TABLE 5
For all the methods taken into consideration resulting values $y_n$ at the point $x = 1$ and the respective relative error $\varepsilon_n = \frac{y(1) - y_n}{y(1)}$ are reported, where $y(1)$ is the exact solution. The Method 1.4 uses the following parameters: $p_0 = 0$, $p_1 = 5/6$, $p_2 = 0.5$ for $i = 1; i \leq n$; $i = i + 1$

\[
\hat{y}_i(x) = y(x_i, x_{i-1}) + \sum_{j=1}^{k} \frac{\hat{y}_j(x)}{j!} (x - x_i)^j, \\
r_i(x) = y_i - 1 \cdot (p_j y_{i-1} - (1 - p_j) \hat{y}_j(x_{i-1})) + \\
\sum_{j=1}^{k} \frac{1}{j!} [p_j \hat{y}_j(x_{i-1}, x_{i-1}) - (1 - p_j) \hat{y}_j(x_{i-1})] (x - x_{i-1})^j, \\
y_i = r_i(x_i) \\
y(x, x_i) = y_i + \sum_{j=1}^{k} \frac{\hat{y}_j(x)}{j!} x^j,
\]

endfor

**FIGURE 3**
Method 1.4
As can be seen from Table 5, the attained accuracy of the Method 1.4 is better than the accuracy of the Runge-Kutta method of the second order for many test problems. The Method 1.4 executes less evaluations of the function \( f(x, y) \) than the Method 1.3. Namely, it works doing the same number of evaluations of \( f(x, y) \) as the Method 1.2, i.e., \( kn + k \). The accuracy of the Method 1.4 is worse with respect to the Runge-Kutta methods of higher orders in all test problems. The reason is that the Method 1.4 does not use the exact derivatives at points \((x_i, y_i)\) as the Method 1.3 does and the difference between the derivatives at the points \((x_i, y_i)\) and \((x_i, y_i(x_i, x_{i-1}))\) causes errors. However, we can observe that the Method 1.4 executes the number of evaluations of the function \( f(x, y) \) that is similar to the Runge-Kutta method of the second order and at the same time the accuracy of the Method 1.4 is better with respect to RK2. A detailed description of the convergence and stability properties of the Methods 1.3 and 1.4 is presented in [2], in the next section we report some experiments that show the potentiality of numerical methods using derivatives computed on the Infinity Computer.

### 2.6 A detailed description of results of numerical experiments

In Section 2.2 we have already seen the nice performance of the Method 1.0 with large values of \( k \). In this subsection we analyze this method with \( k \) up to three in order to compare its behavior with the Methods 1.3 and 1.4 and the Runge-Kutta Methods of order 2 and 3.

Figures 4–7 show the behavior of the error for all the twelve considered test
problems, changing the stepsize and the computational cost using the number of function evaluations (observe that the latter are performed in the Infinity Computer Arithmetic). From the pictures it could be seen that the behavior of the Method 1.3 is similar to the RK4 for linear problems, while for nonlinear ones, the order 3 of the method is experienced and the behavior is very close to the one of the Method 1.4 and of the Method 1.0 with $k = 3$. The Method 1.4 has order 3 for all the test problems and for the nonlinear tests requires a
smaller computational effort to reach the same precision of the Method 1.3. The main potentiality of the numerical schemes using derivatives is that the use of the Infinity Computer allows one to compute the derivatives without error by a linear combinations of the computed infinitesimal values. This means that computing the exact derivatives does not give any computational problem to the method. We are aware that the Infinity Computer Arithmetic requires a computational effort that is higher than the one required by standard
FIGURE 6
Relative error versus stepsize and function evaluation versus relative error for problems 7, 8 and 9.

one, but for a computer based on this arithmetic all the complexity effort is hidden to the user, who needs only to use, in the arithmetic operations, the new numeral 10.

3 A BRIEF CONCLUSION

This paper introduces several numerical methods for solving the initial value problem on the Infinity Computer able to execute numerical computations
FIGURE 7
Relative error versus stepsize and function evaluation versus relative error for problems 10, 11, 12.

with infinities and infinitesimals. The new methods can mix finite and infinitesimal steps in their work opening so new possibilities for constructing numerical algorithms. The obtained results seem to be very promising and show that one of the most significant advantages of the Infinity Computer applied for solving ODEs consists of the possibility to calculate the exact values of the derivatives of the solution. This becomes possible thanks to a smart usage of infinitesimal
values of the integration step $h$.

Numerical experiments executed on a class of problems taken from the literature show that the possibility to use exact values of derivatives of the solution allows the authors to introduce new numerical schemes that can be competitive with respect to Runge-Kutta methods widely used in practice.
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APPENDIX

The choice of parameters for the methods 1.2–1.4

We propose a possible way to choose parameters $p_0, p_1, \ldots, p_k$ for the Methods 1.2–1.4 using $k = 2$ derivatives calculated thanks to $k$ infinitesimal steps of the explicit Euler method.

Let us consider the following IVP:

$$ y' = \lambda y, \quad y(x_0) = y_0. \quad (11) $$

Thus, it follows $y^{(k)} = \lambda^k y$ for $k = 1, 2, \ldots$ and the Taylor series for the function $y(x)$ is

$$ y(x, x_0) = y_0 + \lambda y_0(x - x_0) + \frac{1}{2} \lambda^2 y_0(x - x_0)^2 + O(|x - x_0|^3). \quad (12) $$

Let us use designations $h = x_1 - x_0$ and $q = \lambda h$ and consider the first three summands from the Taylor series to approximate the value $y_1$

$$ y_1 = y_0 + qy_0 + \frac{1}{2} q^2 y_0. \quad (13) $$

The function $\overline{y}(x)$ can be then defined as follows

$$ \overline{y}(x) = y_1 + \lambda y_1(x - x_1) + \frac{1}{2} \lambda^2 y_1(x - x_1)^2 + o(|x - x_1|^2) = $$

$$ = y_1 + \lambda y_1(x - x_0 + x_0 - x_1) + \frac{1}{2} \lambda^2 y_1(x - x_0 + x_0 - x_1)^2 + $$

$$ + o(|x - x_1|^2) = (y_1 - qy_1 + \frac{1}{2} q^2 y_1) + $$

$$ + (\lambda y_1 - h\lambda^2 y_1)(x - x_0) + \frac{1}{2} \lambda^2 y_1(x - x_0)^2 + o(|x - x_1|^2). $$
As a result, for the function $r_1(x)$ from (8) with the parameter $p_0 = 0$ we can write

$$r_1(x) = y_0 + [p_1 \lambda y_0 + (1 - p_1) \lambda y_1 (1 - q)](x - x_0) +$$

$$\left[ \frac{p_2 \lambda^2}{2} y_0 + \left( \frac{1 - p_2}{2} \lambda^2 \right) y_1 \right] (x - x_0)^2.$$ 

This allows us to calculate the value of the function $r_1(x)$ at the point $x_1$ as follows

$$r_1 = y_0 + p_1 q y_0 + (1 - p_1) q y_1 (1 - q) +$$

$$\frac{p_2 q^2}{2} y_0 + \left( \frac{1 - p_2}{2} \right) q y_1 =$$

$$= y_0 + p_1 q y_0 + (1 - p_1) q (y_0 + q y_0 + \frac{1}{2} q^2 y_0) (1 - q) +$$

$$\frac{p_2 q^2}{2} y_0 + \left( \frac{1 - p_2}{2} \right) q (y_0 + q y_0 + \frac{1}{2} q^2 y_0) =$$

$$= y_0 + q y_0 + \frac{q^2 y_0}{2} + (\frac{-1 + p_1}{2} - \frac{1 - p_2}{2}) q^2 y_0 + (\frac{-1 + p_1}{2} - \frac{1 - p_2}{4}) q^4 y_0.$$ 

Now we can choose parameters $p_1$ and $p_2$ in such a way that

$$r_1 = y_0 + \sum_{i=1}^{4} \frac{1}{i!} q^i y_0.$$ 

To do this it is necessary to solve the following system of linear equations

$$\begin{align*}
\frac{p_1}{2} - \frac{p_2}{2} &= \frac{1}{3!} \\
\frac{p_1}{2} - \frac{p_2}{4} &= \frac{1}{4!}
\end{align*}$$

(14)

By solving this system we get the desired values of the parameters

$$p_1^* = \frac{5}{6}, \quad p_2^* = 0.5.$$ 

(15)
<table>
<thead>
<tr>
<th>#</th>
<th>ODE</th>
<th>$b_0$</th>
<th>$y_n$</th>
<th>solution</th>
<th>source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$y' = x - y$</td>
<td>1</td>
<td>0.735759</td>
<td>$y(x) = x - 1 + 2e^{-x}$</td>
<td>[1]</td>
</tr>
<tr>
<td>2</td>
<td>$y' = x + y$</td>
<td>1</td>
<td>3.436564</td>
<td>$y(x) = 2e^x - x - 1$</td>
<td>[1]</td>
</tr>
<tr>
<td>3</td>
<td>$y' = y$</td>
<td>1</td>
<td>2.718282</td>
<td>$y(x) = e^x$</td>
<td>[6]</td>
</tr>
<tr>
<td>4</td>
<td>$y' = 2y - e^x$</td>
<td>1</td>
<td>2.718282</td>
<td>$y(x) = e^x$</td>
<td>[6]</td>
</tr>
<tr>
<td>5</td>
<td>$y' = 2y(1 - 0.00001y)$</td>
<td>1</td>
<td>7.385384</td>
<td>$y(x) = \frac{100000e^{2x}}{100000 + e^{2x} - 1}$</td>
<td>[3]</td>
</tr>
<tr>
<td>6</td>
<td>$y' = -10y$</td>
<td>1</td>
<td>0.000045</td>
<td>$y(x) = e^{-10x}$</td>
<td>[12]</td>
</tr>
<tr>
<td>7</td>
<td>$y' = -8(y - 20)$</td>
<td>100</td>
<td>20.026387</td>
<td>$y(x) = 80e^{-8x} + 20$</td>
<td>[13]</td>
</tr>
<tr>
<td>8</td>
<td>$y' = -8(y - 15e^{-x/8} - 5)$</td>
<td>100</td>
<td>18.474329</td>
<td>$y(x) = \frac{1675}{24} e^{-8x} + \frac{320}{24} e^{-x/8} + 5$</td>
<td>[13]</td>
</tr>
<tr>
<td>9</td>
<td>$y' = \frac{y + x}{y - x}$</td>
<td>1</td>
<td>2.732051</td>
<td>$y(x) = x + \sqrt{1 + 2x^2}$</td>
<td>[6]</td>
</tr>
<tr>
<td>10</td>
<td>$y' = -y \cdot \tan(x) - \frac{1}{\cos(x)}$</td>
<td>1</td>
<td>-0.301169</td>
<td>$y(x) = \cos(x) - \sin(x)$</td>
<td>[6]</td>
</tr>
<tr>
<td>11</td>
<td>$y' = \frac{y - 2xy^2}{1 + x}$</td>
<td>1</td>
<td>1</td>
<td>$y(x) = \frac{1 + x}{1 + x^2}$</td>
<td>[6]</td>
</tr>
<tr>
<td>12</td>
<td>$y' = \frac{y - 2xy^2}{1 + x}$</td>
<td>0.4</td>
<td>0.571429</td>
<td>$y(x) = \frac{1 + x}{2 + x^2}$</td>
<td>[6]</td>
</tr>
</tbody>
</table>

**TABLE 7**

Test problems